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ABSTRACT

A three-dimensional coupled groundwater reactive transport and equilibrium chemistry model is presented that simulates the fate and transport of major salt ions in agricultural groundwater systems that span broad regions. The UZF-RT3D/SEC model amends the base model UZF-RT3D by coupling it with a new Salinity Equilibrium Chemistry (SEC) module to simulate the movement and transformation of major salt ions (calcium, magnesium, sodium, potassium, sulfate, chloride, bicarbonate, and carbonate) due to advection, dispersion, source/sink mixing, sulfur cycling, redox reactions, precipitation-dissolution, aqueous complexation, and cation exchange. The coupling procedure and the considered reactions make the model applicable for simulating regional-scale agricultural aquifer systems with data efficiency and an acceptable processing time. The model receives flow information from the MODFLOW-UZF flow model, which simulates variably-saturated groundwater flow in an efficient manner over regional scales. For use in agricultural areas, the model also accounts for crop uptake, soil organic matter decomposition, and mineralization/immobilization of carbon, nitrogen, and sulfur species. The model is applied to a salinity-impaired regional-scale (500 km²) agricultural area within the irrigated valley of the Arkansas River in southeastern Colorado. It is calibrated and tested against salinity concentrations measured in monitoring wells, soil salinity measurements from throughout the region, and total salt loads discharging from the aquifer to the stream network of the Arkansas River. Results indicate that the model represents well the overall magnitude and spatiotemporal trends of soil salinity and groundwater salinity in the aquifer, along with salt loading to streams, and therefore can be used to investigate best management practices for salt remediation. This, along with findings indicating that the inclusion of equilibrium chemistry is vital for producing the correct magnitude of salt ion concentrations and mass loadings, render a tool useful for regional investigation of other highly-salinized aquifer systems.

1. Introduction

High salinity in groundwater and soils afflicts many areas of the world, specifically arid and semi-arid agricultural regions that rely on irrigation for sustaining crop yield. Reduction in crop yield is an important economic consequence of salt build-up in the root zone in many regions of the world including Iran (Jalali, 2007; Jamshidzadeh et al., 2011; Ebrahimi et al., 2016), India (Singh, 2005; Jeevanandam et al., 2012; Misra et al., 2007; Lorenzen et al., 2012), the western United States (e.g. San Joaquin Valley in California, Schoups et al., 2006), Pakistan (Mahmood et al., 2001; Qureshi et al., 2008; Latif et al., 2009), China (Pereira et al. 2007; Chen et al., 2010; Wang et al. 2018), and Australia (Herczeg et al., 2001; Tweed et al., 2007; Skrzypek et al., 2013). High salinity can occur due to waterlogging from shallow groundwater with associated evaporative upflux (Morway and Gates, 2012; Harrington and Cook, 2014); dissolution of salt minerals such as gypsum (CaSO₄), calcite (CaCO₃), and halite (NaCl) (Harrington and Cook, 2014; Farid et al., 2015); and seawater intrusion in coastal areas (Shammas and Jacks, 2007; Shorif et al., 2011; Blanco et al., 2013).

The impact of possible remediation practices on high groundwater and soil salinity often is assessed using models that attempt to capture the major hydrologic processes and chemical reactions that govern the transport of salt species in coupled soil-aquifer systems. These models also are used to provide insights into the nature of processes that govern salt species transport in these systems. Models are employed at a variety of spatial scales, ranging from one-dimensional (1D) soil profiles to river basins, and include varying degrees of complexity, from simple advective transport to multi-species reactive transport integrating equilibrium and kinetic chemistry.

As summarized in Table 1, several models include many of the...
Table 1. Coupled transport and geochemical models (Gustafson et al., 2014). Governing physical and chemical processes for salt fate and transport.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PHREEQC</td>
<td>Small/Large</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>UNSATCHEM</td>
<td>Small/Large</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>HYDRUS-1D</td>
<td>Small/Large</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>HYDROGEOCHEM</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>UZF-RT3D/SEC</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

7: unknown.

PHREEQC is a 1D model developed to perform a variety of aqueous geochemical calculations in saturated media (Parkhurst and Appelo, 1999). UNSATCHEM (Šimůnek and Suarez, 1994) includes chemical reactions such as precipitation-dissolution of salt minerals, cation exchange, and complexation to simulate spatio-temporal concentration of major salt ions in soil-water systems. HYDRUS-1D (Šimůnek et al., 2005), a finite element model for simulating the movement of water and multiple solutes in variably-saturated porous media, was amended to include the UNSATCHEM module for major salt ion chemistry (Šimůnek et al., 2012). Multidimensional modeling capability of HYDRUS has been developed as well. The HP1 model couples HYDRUS-1D with PHREEQC to address a broader range of ions but is restricted to 1D transport (Jacques et al., 2003, Jacques and Šimůnek, 2005). The second and third versions of HPx, were developed later to incorporate two-dimensional (2D) and three-dimensional (3D) modeling capability. HYDROGEOCHEM is a numerical fluid flow model which iteratively solves 3D fluid flow and geochemical transport equations (Yeh et al., 2004). For comparison, traits of the UZF-RT3D/SEC model presented here also are included in Table 1. Most notably, UZF-RT3D/SEC simulates all major salinity processes in a 3D variably-saturated groundwater flow system. Due to the linkage with MODFLOW, the model can also simulate salt mass exchange between the aquifer and surface water features (rivers, streams, lakes, reservoirs, etc).

Other models, besides those summarized in Table 1, link geochemistry and multi-species reactive transport in saturated or variably-saturated porous media [e.g. PHT3D, (Prommer et al., 2003); VAM2D, (Huyakorn et al., 1991); DYNAMIX (Narasimhan et al., 1986); PHAST (Parkhurst et al., 2004); LEACHM (Wagenet and Hutson, 1987)]. However, they have not been applied to salt fate and transport and do not always include the necessary chemical reactions, e.g. cation exchange, or are limited to analysis of the saturated zone (e.g. PHAST, PHT3D). Moreover, these models typically are applied over small spatial scales, e.g. soil profiles at experimental field plots (Goncalves et al., 2006; Pforkuta et al., 2009; Tahteh and Sepaskhah, 2012; Rasouli et al., 2013), due to high computational costs and extensive data requirements.

A second subset of salinity models are those whose application at a large spatial scale (catchment to river basin) have been reported. Such tools are useful for the evaluation of agro-environmental health and economic vitality at a regional planning level; however, they may not include the chemical processes (e.g. precipitation-dissolution) that often govern salt ion concentration in variably-saturated groundwater systems or are computationally inefficient. Table 2 shows a list of salt transport modeling studies applied at the regional scale (∼10^2–10^3 km²) and selected features of the respective model used for each study. The area of the study region and the modeled physical and chemical processes are included.

A hydro-salinity model that couples MODHMS with UNSATCHEM was used by Schoups et al. (2005) to simulate subsurface salt transport and storage in a 1400 km² region of the San Joaquin Valley. The coupling of the two models for 3D salinity reactive transport, however, is not explained in the paper, and the modeling system does not account for element (carbon, nitrogen, sulfur) mass cycling in the plant-soil system. Lin and Garcia (2008) applied WATSUIT, a steady-state model that calculates soil-water interaction in the root zone, in Colorado’s Lower Arkansas River Valley to determine the salinity of deep percolation water. They modified WATSUIT to simulate dynamic conditions with a monthly time step and applied the model to simulate unsaturated flow for a 12-month period in the root zone of fields. SAHYSMOD (Oosterbaan, 2005) is an integrated agro-hydro-salinity model amenable to the analysis of large agricultural areas but handles processes based exclusively on water and salt balances and does not account for chemical reactions. SAHYSMOD has been applied to simulate the water and salt behavior in the semi-arid irrigated area of Haryana State in India where waterlogging and salinization have impacted the region for more than 40 years (Singh and Panda, 2012). Tuteja et al.,...
<table>
<thead>
<tr>
<th>Study area</th>
<th>Area of the study region</th>
<th>Simulated Salt species</th>
<th>Model used</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>San Joaquin Valley, California, USA</td>
<td>1400 km²</td>
<td>Gypsum, Calcite, and Magnesite</td>
<td>Coupled MODHMS and UNSATCHEM</td>
<td>Schoups et al. (2005)</td>
</tr>
<tr>
<td>Lower Arkansas River Valley, Colorado, USA</td>
<td>244 km²</td>
<td>Gypsum, Calcite, and Magnesite</td>
<td>Modified WATSUIT</td>
<td>Lin and Garcia (2012)</td>
</tr>
<tr>
<td>Haryana State, India</td>
<td>920 km²</td>
<td>N/A</td>
<td>SAHYSMOD</td>
<td>Singh et al. (2012)</td>
</tr>
<tr>
<td>Mandagery Creek Catchment, Australia</td>
<td>1668 km²</td>
<td>N/A</td>
<td>CATSALT</td>
<td>Tuteja et al. (2003)</td>
</tr>
<tr>
<td>Lower Arkansas River Valley, Colorado, USA</td>
<td>500 km²</td>
<td>N/A</td>
<td>MT3DMS + Water and Salt balance model for unsaturated zone</td>
<td>Burkhalter and Gates (2005, 2006)</td>
</tr>
</tbody>
</table>

Overall, the chemical processes that often regulate salt species’ fate and transport, such as precipitation-dissolution, complexation, cation exchange, first-order degradation, and redox reactions have not been represented in modeling applications at a large spatial scale. Nevertheless, the degradation of aquifers and streams by the accumulation of salts, as well as their remediation, is brought about by practices and processes that interact from field to field over vast spatial extents. Models are needed that can adequately simulate these practices and processes to better understand salinization over regional landscapes and explore land and water management alternatives for mitigation. Moreover, there is a need to demonstrate in a data-rich environment the potential for such models to reasonably capture the major processes that determine the severity and distribution of salinity over a regional scale.

This study presents a finite-difference numerical model that simulates the fate and transport of major salt ions in large-scale variably-saturated groundwater systems while accounting for major salt inputs, equilibrium chemical reactions, oxidation-reduction reactions, and the cycling of carbon (C), nitrogen (N), and sulfur (S) in the plant-soil system. The modeling framework consists of groundwater flow modeling by MODFLOW and reactive transport modeling by UZF-RT3D (Bailey et al., 2013a) coupled with a new Salinity Equilibrium Chemistry (SEC) module. Processes simulated by MODFLOW include 1D flow in the unsaturated zone, evapotranspiration (ET) from crops and natural vegetation, groundwater pumping, canal seepage, 3D groundwater flow in the saturated zone, upflux through the vadose zone, and water exchange with streams (Morway et al., 2013). UZF-RT3D (Bailey et al., 2013a) is a finite-difference FORTRAN code that simulates reactive transport of multiple interacting chemical species in variably-saturated groundwater flow systems, using flow and source/sink output from the MODFLOW model. This paper presents UZF-RT3D/SEC, which allows the modeling framework to simulate the fate and transport of major salt ions (calcium (Ca), magnesium (Mg), sodium (Na), potassium (K), sulfate (SO₄), chloride (Cl), and bicarbonate (HCO₃⁻)) in the aquifer system. Unique features of this framework include:

- The new SEC module, which simulates chemical equilibrium reactions for salt ions such as precipitation-dissolution of salt minerals (e.g. gypsum CaSO₄). In anticipation of model use in other regions worldwide, the salinity module source code has been designed for ease of including additional salt minerals that may be present in other groundwater systems.
- The use of MODFLOW’s UZF (Unsaturated Zone Flow) package, which assumes vertical homogeneity of the unsaturated zone and neglects the diffusive term in the Richards equation, thus demanding less computational effort and data support than models that solve the full Richards equation; hence, providing a suitable tool for simulating variably-saturated flow and transport at the regional scale. To determine downward vertical flux, the kinematic wave approximation is used, with ET extracted from water stored within the soil root zone as a sink term within the equation. When a specified lower limit of readily-available soil water is reached, ET is
then supplied by upflux from the water table, using a linear function of depth to the water table, up to a specified maximum extinction depth (Morway et al., 2013; Harbaugh, 2005).

– The use of C, N, and S cycling modules developed for UZF-RT3D (Bailey et al., 2013b; Tavakoli Kivi and Bailey, 2017). N cycling can affect SO4 concentration in soil and groundwater due to redox sensitivity, and nitrate (NO3) can oxidize SO4 from shale material, which underlies many alluvial aquifers worldwide. These modules also include organic matter decomposition and mineralization, plant uptake, sorption, oxidation-reduction, and fertilizer loading.

2. Salinity fate and transport in an agricultural groundwater system

The fate and transport of major salt ions in an irrigated agricultural region are depicted in Fig. 1. The cycling of C and N are included (Bailey et al., 2013b) due to their effect on S cycling and SO4 chemical reduction, and the release of SO4 from pyrite (FeS2) in the presence of O2 and NO3. These conditions are not present in all aquifer systems, but pyrite is present in bedrock and outcropped marine shale in many regions worldwide.

Cycling of S mass occurs as organic S is incorporated via plowing into soil organic matter, composed of litter (fast-decomposing) and humus (slow-decomposing), then mineralized to SO4, and then taken up by crop roots during the growing season. S mass also can be added to the root zone via fertilizer. SO4 can be chemically reduced via a microbiologically-mediated chemical reduction reaction (Frid et al., 1990), inhibited by the presence of O2 and NO3 due to the succession of terminal electron (e−)-acceptor processes. Furthermore, SO4 can be released from FeS2 via autotrophic reduction of O2 and NO3 (Frid et al., 1990; Postma et al., 1991; Pauwels et al., 1998).

SO4 mass, along with the mass of the other major anions (Cl, CO3, HCO3) and cations (Mg, Ca, Na), can be added to the subsurface via irrigation water and seeped surface water (canal water, stream water). Irrigation water can be derived either from surface water or from groundwater via pumping. If salt minerals, e.g. CaSO4, CaCO3, and NaCl, are present in the soil and aquifer sediments, dissolution of the salt solids or precipitation out of the solution can occur, resulting in an increase or decrease in salt ion concentration in the groundwater and soil water. In addition, complexation of the dissolved species and cation exchange reactions can occur. Once in the groundwater system, the salt ions can be transported through the aquifer and to surface water discharge sites. If concentrations exceed saturation limits, then precipitation to salt solids can occur.

3. Model development

The transport of m reactive species can be written in terms of concentrations, C, as (Miller and Benson, 1983; Steefel and Lasaga, 1994; Šimůnek and Suarez, 1994; Carrayrou et al., 2004; Ezzedine, 2015):

\[
\frac{\partial C_i}{\partial t} = L_i(C, x, t) + f_j(C_i, ..., C_m)
\]

where L denotes the transport model such as advection and diffusion and fj represents the chemical sub-models such as precipitation/dissolution. This section describes the UZF-RT3D transport and chemical kinetics model, followed by a description of the new SEC module.

3.1. Salinity transport and chemical kinetics

The base solute reactive transport model is UZF-RT3D (Bailey et al., 2013b), which receives groundwater flow data from a MODFLOW-NWT (Niswonger et al., 2011) model that employs the Unsaturated-Zone Flow (UZF) package (Niswonger et al., 2006), and solves the following system of advection-dispersion-reaction (ADR) equations for the dissolved-phase species and the reaction equations for solid-phase species in variably-saturated groundwater systems using a finite-difference approach (Bailey et al., 2013a):
\[
\frac{\partial (C_k \theta) R_k}{\partial t} = -\frac{\partial}{\partial x} \left( \theta (D_k \theta) C_k \right) + \frac{\partial}{\partial x} \left( \rho_b \frac{\partial \theta}{\partial x} \right) + q \theta C_k + \partial \theta_j - \rho_b \frac{\partial \theta}{\partial t} \tag{2a}
\]

where \(C_k\) and \(\theta\) are the concentration of the \(k^{th}\) dissolved-phase solute \([M_{L_k}^{-1}]\) and \(\theta\) solid-phase species \([M_{L_k}^{-1}]\) respectively, with \(f\) denoting the fluid phase; \(D_k\) is the hydrodynamic dispersion coefficient \([L^2 T^{-1}]\); \(\nu\) is the pore velocity \([L T^{-1}]\) with \(b\) denoting the bulk phase; \(\theta\) is the volumetric water content \([L^3 L^{-1}]\); \(\theta\) is the volumetric flux of water representing sources and sinks \([L^3 T^{-1}]\) such as irrigation water, canal and seepage, groundwater discharge to the river, or pumped groundwater; \(C_j\) is the concentration of solute in the source or sink \([M_{L_j}^{-1}]\); \(\gamma_j\) represents the rate of the reactions that occur in the dissolved phase \([M_{L_j}^{-1}]\); \(R_j\) is the retardation factor for species \(j\) and is equal to 1 + \((\theta_j \theta) / \theta\), where \(\theta\) is the bulk density of the porous media \([M_{L_j}^{-1}]\) and \(\theta_j\) is the partitioning coefficient for the \(j^{th}\) species \([L^3 M_{L_j}^{-1}]\); \(\epsilon_j\) is the total solid phase concentration of aqueous species \(k\) which considers precipitation/dissolution \([M M^{-1}]\); \(\epsilon\) is the total exchanged phase concentration of aqueous species \(k\) \([M M^{-1}]\); \(P_k\) is the application rate of after-harvest stover mass \([kg ha^{-1}]\); \(\alpha_i\) is the portion of the stover mass attributed to the solute; \(\epsilon\) is the volumetric solid content \([L^3 L^3]^{-1}\) and is equal to 1 - \(\theta\), with \(\theta\) representing porosity; and \(r_j\) is the reaction rate, with \(s\) denoting the solid phase. UZF-RT3D uses output from a MODFLOW-NWT (Niwsonger et al., 2011) that uses the UZF package (Niwsonger et al., 2006) for \(\nu\) and \(q\). Eq. (2b) represents change in soil organic matter (e.g., humus).

Using the form of the ADR equation in Eq. (2a), the transport of SO4-\(S\) and Ca are written as follows, with the equations for the other major ions, Na, K, Mg, CO3, HCO3, Cl- similar to the Ca equation:

\[
\frac{\partial (C_{SO4-S})}{\partial t} R_{SO4-S} = -\frac{\partial}{\partial x} \left( \theta (D_{SO4-S} \theta) C_{SO4-S} \right) + \frac{\partial}{\partial x} \left( \rho_b \frac{\partial \theta}{\partial x} \right) + q \theta C_{SO4-S} + \partial \theta_j - \rho_b \frac{\partial \theta}{\partial t} \tag{3a}
\]

\[
\frac{\partial (C_{Ca})}{\partial t} R_{Ca} = -\frac{\partial}{\partial x} \left( \theta (D_{Ca} \theta) C_{Ca} \right) + \frac{\partial}{\partial x} \left( \rho_b \frac{\partial \theta}{\partial x} \right) + q \theta C_{Ca} - U_{Ca} - \rho_b \frac{\partial \theta}{\partial t} \tag{3b}
\]

The SO4-S transport equation is unique from the others in that it includes mineralization/ immobilization (due to S cycling), as well as microbially-mediated chemical reduction and autotrophic oxidation. Equations for S in the litter pool (\(L_s\)), in the humus pool (\(H_s\)), and in the manure pool (\(M\)) also are included in the UZF-RT3D model, but not shown here (see Tavakoli Kivi and Bailey, 2017). For the SO4-S Eq., (3a), \(F_{SO4-S}\) is the inorganic fertilizer application of S \([M_{L_k}^{-1}]\); \(U_{SO4-S}\) is the uptake rate \([M_{L_k}^{-1}]\); \(\text{min}\) and \(\text{imm}\) signify mineralization and immobilization, respectively; and \(\text{auto}\) and \(\text{het}\) represent autotrophic and heterotrophic chemical reduction, respectively. More detail of processes, such as the influence of O2 and NO3 on the fate and transport of SO4-S, nitrification, and microbially-mediated chemical reduction of O2 and NO3, are summarized in Bailey et al. (2013a) and Bailey et al. (2015).

### 3.2. Salinity equilibrium chemistry module for UZF-RT3D

The SEC module predicts major ion solute chemistry in a variably-saturated groundwater system. The chemical system considered in the SEC module is presented in Table 3 and includes eight aqueous components, ten solid species, five solid solute species and four exchange

<table>
<thead>
<tr>
<th>Solid species</th>
<th>Complexed species</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaSO4, CaCO3, MgCO3, NaCl, MgSO4</td>
<td>CaSO4 (_2), MgCO3 (_2), CaCOF (_2), CaHCO(_3) (_4), MgCOF (_2)</td>
</tr>
<tr>
<td>Exchanged species</td>
<td>Aqueous species</td>
</tr>
<tr>
<td>Ca, Mg, Na, K</td>
<td>Ca2(^+), Mg2(^+), Na(^+), K(^+), SO4-S, CO3-S, HCO3-S, Cl-</td>
</tr>
</tbody>
</table>

These components are selected due to their presence in the majority of soil-aquifer systems. Additional components can be included if needed for a particular study site. The module includes the major physical-chemical processes for salt ions: precipitation-dissolution of salt aquifer, aqueous complexation, and cation exchange. As these processes are contained in numerous other water quality models, only the basic procedure of implementation algorithms is discussed here, with full equations provided in Supplementary Material.

#### 3.2.1. Solution chemistry algorithm

Similar to other models such as PHREEQC (Parkhurst and Appelo, 2013) and MINTEQA2 (Allison and Kein, 1991; Paz-Garcia et al., 2013), the concentration of ions at equilibrium is determined using the stoichiometric approach of solving both mass balance and mass action equations simultaneously. The approach incorporates the Newton-Raphson method for solving the non-linear systems of equations. The law of mass action determines the concentration of each ion, with the concentration of reactants and products relates using an equilibrium constant K:

\[
a + b + c \rightarrow dD \tag{4}
\]

\[
K = \frac{[C]^a[D]^b}{(A^B)} \tag{5}
\]

where \(A, B, C, \) and \(D\) represent reactants and \(a, b, c, \) and \(d\) are constants, and where parentheses denote solute activities. Every possible reaction for the component species listed in Table 3 must be written in the form of Eq. (4). Following standard procedure, the activity coefficient is calculated using the ionic strength within either the Debye-Huckle or Davis equations (described in Supplementary Material). Mass balance equations are written for each ion, e.g. for SO4:

\[
\text{SO4}_{\text{aq}} = [\text{SO4}^2-] + [\text{CaSO4}^2_] + [\text{MgSO4}^2_] + [\text{NaSO4}^2_] + [\text{KSO4}^2_] \tag{6}
\]

where \(T\) denotes the total concentration of the aqueous component and brackets indicate the molality of the species within the solution. The total concentration of each species in the solution is the summation of free ions and the complexed forms of that ion. Salt ion mass is assumed to be subject to complexation, cation exchange, and precipitation-dissolution:

- **Complexation:** The presence of aqueous complexes increases the solubility of minerals since complexation lowers the activity of the free ion (Appelo and Postma, 2005). The ten considered complexed species are shown in Table 3. Based on the law of mass action, the equilibrium constants are defined for the complexed species CaSO4\(_2\) and CaCOF\(_2\) as:

\[
K_1 = \frac{[\text{Ca}^{2+}][\text{SO4}^2-]}{[\text{CaSO4}^2_2]} \tag{7}
\]

\[
K_2 = \frac{[\text{Ca}^{2+}][\text{CO3}^-]}{[\text{CaCOF}^2_2]} \tag{8}
\]

The equilibrium constants for the remaining eight complexed species are defined in the Supplementary Material, and values for all ten equilibrium constants are listed in Table 4.
isotherms. However, the use of isotherms ignores the electrostatic effects of the charges. Cation exchange replace-ability must be calculated considering electrostatic forces to determine the adsorbed ion to the soil particles and the released ion from particles to the solution, with the order of replace-ability determined by Coulomb’s law and found to be Na > K > Mg > Ca. The Gapon equation is used to simulate exchangeable amount (see Supplementary Material) and Values of the associated selectivity coefficients are listed in Table 5.

Precipitation-dissolution: This process accounts for the dissolution and precipitation of solid salt minerals such as CaSO₄. The stoichiometric reaction for a salt solid ABₙ and the free ions Aₙaq and Bₙaq is:

\[ ABₙ \leftrightarrow Aₙaq + Bₙaq \]

If the solution is super-saturated then the concentration of Aₙaq and Bₙaq will decrease as ABₙ precipitates out of solution. On the other hand, if the solution is under-saturated the concentration of the species will increase as ABₙ dissolves into Aₙaq and Bₙaq. Salt solids included in the present SEC module are CaSO₄, CaCO₃, MgCO₃, MgSO₄, and NaCl since they are common in many groundwater environments (see Table 3).

Each mineral and accompanying reaction has a solubility product they are common in many groundwater environments (see Table 3). increase as ABₙ precipitates out of solution. On the other hand, if the solution is under-saturated the concentration of the species will increase as ABₙ dissolves into Aₙaq and Bₙaq. Salt solids included in the present SEC module are CaSO₄, CaCO₃, MgCO₃, MgSO₄, and NaCl since they are common in many groundwater environments (see Table 3).

3.2.2. Verification of the SEC module

Before applying the coupled model to the regional-scale study (Section 4), the SEC module was tested for accuracy by comparing model results with data presented by Lucia et al. (2015) in a study of C sequestration that used a new algorithm for determining the equilibrium solubility limits over Newton’s method. The system considers a mixture of CO₃, Ca, and Mg with 0.0362, 0.0181, and 0.0362 molalities, respectively, which is representative of ion concentrations in most of the reservoirs in their study region, with the ion concentrations suggesting the precipitation of Ca or Mg salts. The result of this comparison is shown in Table 7, with a maximum difference between the two models of 0.04%.

### Table 4
Equilibrium constant values for complexed species (From Truesdell and Jones, 1974).

<table>
<thead>
<tr>
<th>Equilibrium constant</th>
<th>Value [dimensionless]</th>
</tr>
</thead>
<tbody>
<tr>
<td>K₁</td>
<td>0.004866</td>
</tr>
<tr>
<td>K₂</td>
<td>0.005099</td>
</tr>
<tr>
<td>K₃</td>
<td>0.0078584</td>
</tr>
<tr>
<td>K₄</td>
<td>0.004699</td>
</tr>
<tr>
<td>K₅</td>
<td>0.001324</td>
</tr>
<tr>
<td>K₆</td>
<td>0.130586</td>
</tr>
<tr>
<td>K₇</td>
<td>0.12</td>
</tr>
<tr>
<td>K₈</td>
<td>0.054</td>
</tr>
<tr>
<td>K₉</td>
<td>0.562</td>
</tr>
<tr>
<td>K₁₀</td>
<td>0.1413</td>
</tr>
</tbody>
</table>

### Table 5
Selectivity coefficient values for cation exchange reactions (From Robins et al., 1980).

<table>
<thead>
<tr>
<th>Gapon selectivity coefficient</th>
<th>Value [dimensionless]</th>
</tr>
</thead>
<tbody>
<tr>
<td>K₁₁</td>
<td>0.7</td>
</tr>
<tr>
<td>K₁₂</td>
<td>6</td>
</tr>
<tr>
<td>K₁₃</td>
<td>0.4</td>
</tr>
<tr>
<td>K₁₄</td>
<td>0.2</td>
</tr>
<tr>
<td>K₁₅</td>
<td>4</td>
</tr>
<tr>
<td>K₁₆</td>
<td>16</td>
</tr>
</tbody>
</table>

### Table 6
Solubility product values for salt solids used in the model application (From Haynes et al., 2016).

<table>
<thead>
<tr>
<th>Salt mineral name</th>
<th>Solubility product</th>
<th>Value [dimensionless]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaSO₄</td>
<td>K₉₄</td>
<td>4.9351 × 10⁻⁵</td>
</tr>
<tr>
<td>CaCO₃</td>
<td>K₉₃</td>
<td>3.0702 × 10⁻⁶</td>
</tr>
<tr>
<td>MgCO₃</td>
<td>K₉₄</td>
<td>4.7937 × 10⁻⁶</td>
</tr>
<tr>
<td>MgSO₄</td>
<td>K₉₄</td>
<td>7.2440 × 10⁻³</td>
</tr>
<tr>
<td>NaCl</td>
<td>K₉₀</td>
<td>37.3</td>
</tr>
</tbody>
</table>

### Table 7
Comparison between the developed SEC module with Lucia et al. (2015).

<table>
<thead>
<tr>
<th>Ion</th>
<th>Initial Concentration (mol/L)</th>
<th>Concentration at equilibrium (Lucia et al., 2015) (mol/L)</th>
<th>Concentration at equilibrium (This study: SEC module) (mol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca²⁺</td>
<td>1.8125 × 10⁻²</td>
<td>1.40182 × 10⁻⁶</td>
<td>1.40130 × 10⁻⁶</td>
</tr>
<tr>
<td>Mg²⁺</td>
<td>1.8125 × 10⁻²</td>
<td>2.18876 × 10⁻³</td>
<td>2.18855 × 10⁻³</td>
</tr>
<tr>
<td>CO₃⁻</td>
<td>3.6251 × 10⁻²</td>
<td>2.19016 × 10⁻³</td>
<td>2.19035 × 10⁻³</td>
</tr>
</tbody>
</table>

3.2.3. Implementing the SEC module in UZF-RT3D

The SEC module is written in FORTRAN for ease of linking with UZF-RT3D and is divided into three sub-modules, one each for precipitation-dissolution, aqueous complexation, and cation exchange with internal iteration criteria and an additional global criteria. Although most of these reactions are time-dependent but fast, it is assumed that the reactions have time enough to reach equilibrium. Aqueous reversible reactions have high kinetic rates which makes the assumed assumption legitimate (Paz-Garcia et al., 2013). The solution strategy and calculation steps are summarized in Fig. 2. First, the concentration of each ion is provided to the Precipitation-Dissolution sub-module starting with the salt mineral that potentially precipitates first. The Precipitation-Dissolution sub-module continues until the internal criteria is satisfied, which is set to 0.01% for salt ion concentrations before and after precipitation-dissolution reactions occur for all possible salt solids. Once the new equilibrium concentration has been determined by the Precipitation-Dissolution sub-module, the Complexation sub-module is run and the concentration of free ions and complexed species is calculated. The updated concentrations of the ions then are provided to the Cation Exchange sub-module, which updates the concentrations. Calculations within each sub-module are repeated until the criterion for ionic strength is fulfilled.

The flow of data and calculations in the Precipitation-Dissolution sub-module are shown in Fig. 3 with the five solids considered successively. To determine the direction of reaction (precipitation or dissolution), the saturation index (Qₛ), equal to the product of the ion pair concentrations, is calculated. If Qₛ is equal to Kₛ, the solution is in equilibrium with respect to the solid and neither precipitation nor dissolution will take place. If Qₛ is less than Kₛ, the solution is under-saturated with respect to the solid and dissolution will occur until Qₛ is equal to Kₛ. If there is enough salt mineral mass available for saturation to be reached, then only a portion of the salt mineral will be dissolved, otherwise all of the present salt mineral will be dissolved. If Qₛ is greater than Kₛ, the solution is over-saturated with respect to the solid and precipitation will occur until equilibrium has been reached.

The general governing equation (Eq. (1)) has two terms on the right-hand side. The first term includes the transport processes and the second term considers the reactions within the SEC module. Because of the second term, Eq. (1) is highly non-linear. Hence, coupling between the transport and chemical calculations of UZF-RT3D and the SEC module is performed using a sequential non-iterative approach (Walsh et al., 1984; Yeh and Tripathi, 1989; Barry et al., 2000; Schoups et al., 2006; Carrayrou et al., 2004), in which the transport and chemical kinetic equations of UZF-RT3D are followed by internal iterations for equilibrium chemical reactions. The calculation steps of the coupled
model, with inputs from MODFLOW-NWT, are shown in Fig. 4.

For each time step, UZF-RT3D first solves for concentration of each solute at each finite-difference grid cell according to advection, dispersion, source/sink mixing (solute entering/leaving the aquifer via groundwater sources/sinks), and kinetic reactions, with the latter including the cycling of C, N, and S. Concentrations for each ion at each grid cell are then provided to the SEC module, with ion concentrations updated using the methods described in the previous section. The fifth and sixth terms on the right-hand side of Eq. (2a) are equal to zero for the species that are not included in the SEC module. The updated concentrations are then provided for the start of the next time step, with this coupling proceeding until the end of the simulation. In this coupling, the local equilibrium concept is adopted, in which the duration of the selected time step is assumed long enough for all interactions between chemical constituents to reach equilibrium (Rubin, 1983; Javadi and Al-Najjar, 2007; Al-Hamdan and Reddy, 2008).

4. Model application at the regional scale

4.1. Study Region: Lower Arkansas River Valley, Colorado, USA

The UZF-RT3D/SEC model was applied to a 500 km² stream-aquifer system within the Lower Arkansas River Valley (LARV) in southeastern Colorado (Fig. 5). For more than 130 years the region has been one of the most productive agricultural areas in Colorado. Crops include alfalfa, melons, corn, beans, sorghum, wheat, grass, and vegetables. The climate is semi-arid, with average monthly rainfall ranging from 0.7 cm during the period October-March to 5.0 cm during the period April-September. Irrigation is practiced from March to November, with irrigation water diverted from the Arkansas River via six irrigation canals or 575 pumping wells (see Fig. 5 for locations) from the alluvial aquifer due to the low rainfall in the region. Within the upstream study region, there are eight tributary drainages, and three surface storage reservoirs allocating water on the basis of prior appropriation water rights.

The region is impaired by high salinity in groundwater, surface water, and soil, caused by the existence of salt minerals, particularly gypsum (CaSO₄), waterlogging in the shallow subsurface (Konikow and
Person, 1985; Hukkinen, 1993; Goff et al., 1998; Morway and Gates, 2012; Gates et al., 2002, 2016), and evaporative concentration. Fig. 6 shows salt ion proportions from the analysis of 389 groundwater samples in the study region using a Piper Diagram (Piper, 1944), illustrating the hydro-geochemical facies of samples. The samples were collected between 2006 and 2009 from the monitoring wells shown in Fig. 5. Results indicate that the majority of the samples are type Ca-SO₄, due to the dominant presence of gypsum. Frequency histograms of $C_{\text{TDS}}$, $C_{\text{SO}_4^{\text{S-S}}}$, and $C_{\text{Ca}}$ in groundwater samples are shown in Fig. 7A–C respectively. Comparing the spatio-temporal average $C_{\text{TDS}}$ in the groundwater (2732 mg/L) with the estimated maximum permissible $C_{\text{TDS}}$ value for irrigation without crop yield reduction (∼700 mg/L) (Ayers and Westcot, 1985) indicates the severity of salinization in the region. Also, the secondary EPA drinking water standard for $C_{\text{SO}_4}$ is
250 mg/L, much less than the observed average of 630 mg/L (for \( \text{CSO}_4^- \)) in the study region. Previous studies have estimated average crop yield reduction of up to 7% in the region due to high salinity in the soil root zone (Gates et al., 2002; Morway and Gates, 2012).

The groundwater flow patterns in the study region have been simulated by Morway et al. (2013), who used MODFLOW with the UZF package for unsaturated zone flow (Niswonger et al., 2006). The region is discretized into 250 m by 250 m grid cells horizontally and three layers vertically from ground surface to the shale bedrock (average depth is 15 m). The model accounts for infiltrated rainwater and irrigation water, which result in deep percolation that recharges the unconfined aquifer. Seepage from irrigation canals and reservoirs, along with occasional seepage from the Arkansas River and its tributaries, are other key components of subsurface flux. Groundwater pumping from wells, upflux from the shallow water table, ET from cropped and naturally-vegetated areas, and discharge to the Arkansas River and its tributaries are key components of subsurface discharge (Morway et al., 2013). The model was run for the period 1999–2007, which was extended in a later study through 2009 (Bailey et al., 2014). As example model input and output, the calibrated cell-by-cell values of hydraulic conductivity (m/d) are shown in Fig. 8A, and the cell-by-cell average depth to water table during the simulation period is shown in Fig. 8B.

The UZF-RT3D/SEC model uses the flow patterns and sources/sinks from the MODFLOW model, with the same areal discretization but with six vertical layers spanning the depth between the ground surface and the shale bedrock. The top two layers are each 0.5 m in thickness to simulate solute chemistry and C, N, and S cycling in the root zone. The third layer is 1.0 m, and the thickness of the remaining three layers is divided evenly over the remaining depth to the shale bedrock. Shultz et al. (2018) previously calibrated the UZF-RT3D component of the model in the region for redox reactions involving \( \text{O}_2 \), \( \text{NO}_3^- \), and selenium, and Tavakoli Kivi and Bailey (2017) calibrated it for S cycling. The model is run from January 1, 2006 to October 31, 2009 using daily time steps.

Concentration of the major ions in both surface water irrigation and groundwater irrigation is accounted for. For surface irrigation, with water derived from adjacent irrigation canals, the concentrations are specified using results from the analysis of canal water samples which were taken periodically in the river near the canal diversion during the simulation period (see Table S2 in Supplementary Material for concentration values). For groundwater irrigation, concentration values of the ions are simulated by UZF-RT3D/SEC at the location of the well screen (layer 4 of the model). For areas where water from canals, tributaries, and the Arkansas River seeps into the aquifer, the salt ion concentrations in the surface water are estimated from field samples collected during the simulation period (see Table S2 in Supplementary Material for values).

Crop parameters are provided for each crop type in the LARV study region (see Fig. 9 for spatial distribution of crop type in 2006). These parameters govern the management and growth of each crop, and include the typical planting, harvesting, and plowing dates; fertilizer application and uptake; root growth and death; and C/N and C/S ratios. Parameters for organic matter decomposition, oxidation-reduction reactions, crop uptake, and linear sorption also are provided for C, N, and
S cycling and for the chemical reduction of O₂, NO₃, and SO₄ in groundwater. These values are the same as those used in the S cycling and SO₄ transport model of Tavakoli Kivi and Bailey (2017), and are included in Supplementary Material (Tables S3 and S4).

Parameters used in the SEC module are the same as those described in Section 3 (see Tables 3–7). The initial spatial distribution of salt minerals, CaSO₄ and CaCO₃, which is mapped to the individual grid cells, is based on a soil survey performed by the USDA’s Natural Resources Conservation Service (NRCS) (https://websoilsurvey.sc.egov.usda.gov/App/WebSoilSurvey.aspx). Data for CaSO₄ and CaCO₃ are expressed as a percent by weight, with values up to 45% and 8%, respectively, for the minerals.

4.2. Model calibration and testing

4.2.1. Comparing model results with field data

Estimation of model parameters in the coupled model involved analyzing solute concentrations and groundwater salt ion mass loadings during a spin-up simulation and during the 2006–2008 calibration period, with field data from 2008 to 2009 used as testing data. The spin-up simulation was included to achieve steady seasonal fluctuations of salt ion concentration in the aquifer and a steady fluctuation of groundwater salt ion mass loading to the Arkansas River, and was prepared by repeating the cropping and flow pattern for the year 2006 for 10 years using crop and chemical reaction parameters from Bailey et al. (2014).

The comparison of model results with measured values during the calibration and testing periods was conducted in a manner advocated by Konikow (2011), with the objective of reproducing major trends and spatio-temporal statistics rather than time series of concentrations at point locations of measurement (e.g. monitoring wells), the scale of a model grid cell being 10⁷–10⁸ times larger than that of a measurement location within the cell. With this objective, model results were tested against observed spatio-temporal averages of concentration for each salt ion, with spatial averages occurring by irrigation command area (Fig. 10) due to the unique water rights priority, irrigation, and cultivation histories of each command area. Results also are compared using the frequency distribution of concentration for each salt ion. These comparisons are performed for each salt ion in the saturated zone of the aquifer.

For the soil root zone, the frequency distribution of CTDS is compared between the model and values derived from more than 54,000 electromagnetic induction measurements in relation to saturated paste soil electrical conductivity (ECₑ) in many fields scattered across the study region (Morway and Gates 2012). The estimated ECₑ values (dS/m) are converted to CTDS (mg/L) using a relationship that exists between ECₑ and CTDS in groundwater samples collected in the saturated zone (Gates et al., 2016). For the model, CTDS for each grid cell in the
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Fig. 8. (A) Hydraulic conductivity (m/d) of the upper alluvium material, based on a tested groundwater flow model of the region (Morway et al., 2013), and (B) Average depth to the water table (m), as simulated by the flow model.
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Fig. 9. Crop type of each cultivated field in the study region during the 2006 growing season.
top 2 layers of the model is computed by summing the simulated concentrations of the ions. Since the ECw values were estimated using saturated paste extracts from field soil samples, only model results from cells with a near-saturation water content (above 95%) were included in the frequency distribution comparison.

In addition to using groundwater solute concentrations for model testing, stochastic river mass-balance calculations for the stream system (Gates et al., 2018) were used to determine the approximate daily mass loadings of SO4 and TDS to the Arkansas River that are not accounted for by measured loading from the tributaries. It is assumed that a substantial portion of the unaccounted-for mass loading, especially during the non-irrigation season, can be attributed to mass loading from the aquifer to the Arkansas River, and thereby provides an additional test for model results.

### 4.2.2. Parameter estimation methodology

Estimation of parameters in the SEC module was performed using a joint manual and automated calibration approach to achieve a satisfactory match between observed and simulated target variables. Target variables include spatially-averaged \( C_{SO4} \), \( C_{Cl} \), \( C_{Mg} \), \( C_{Na} \), \( C_{Ca} \), \( C_{NO3} \) and \( C_{TDS} \) in the saturated zone; spatially-averaged \( C_{TDS} \) of soil water in the root zone; the relative frequency distribution of all major salt ions in the saturated zone; the relative frequency distribution of soil water in the root zone; and groundwater mass loading of SO4 and TDS to the Arkansas River.

A variant of the Brier Score (BS) (Brier, 1950), which compares the relative frequency distribution of two sample sets and commonly is used to evaluate probability distribution performance, is computed in this study for a relative frequency histogram of \( n_b \) classes, or bins, as:

\[
BS = \left( \frac{1}{n_b} \right) \sum_{i=1}^{n_b} (F_i - O_i)^2
\]

where \( F_i \) is the relative frequency of simulated values in the \( i^{th} \) bin and \( O_i \) is the relative frequency of observed values in the \( i^{th} \) bin. The value of \( 1/BS \) ranges between 0 and 1, providing a measure here of the average discrepancy between simulated and observed relative frequency, with values of \( 1/BS \) closer to 0 indicating a better match.

As part of the initial step of the calibration process, the solid salt contents in the soil profile and in the aquifer were manually adjusted within the range of values reported in the NRCS soil survey data to yield simulated \( C_{TDS} \) values in the soil root zone and aquifer that were similar to the observed soil and aquifer data. Preliminary simulations also indicated that model results are strongly dependent on the solubility product \( K_{sp} \) for each salt represented in the model, which are governed by temperature and pH. Since the temperature in the root zone and in the deep layers of the aquifer differs seasonally, a value of \( K_{sp} \) was assigned to each of the saturated and unsaturated zones for each salt mineral. Once the salt distribution was determined, the PEST (Parameter Estimation software) (Doherty, 2007) was used to refine the solubility products of each salt solid. PEST adjusts selected parameters in sequential simulation runs to minimize the objective function, which is the sum of the squared weighted residuals between the observed and simulated values:

\[
\Phi = \sum_{i=1}^{n_v} w_i \left( O_{vi} - M_{vi} \right)^2
\]

where \( \Phi \) is the objective function, \( n_v \) is the number of target variables, \( w_i \) is the weight assigned to the \( i^{th} \) target variable, and \( O_{vi} \) and \( M_{vi} \) are the observed and simulated values of the \( i^{th} \) target variable, respectively. The value of \( w_i \) for each target variable is calculated as the product of an uncertainty weight and a unit discrepancy weight. The uncertainty weight, was calculated as the inverse of an estimated coefficient of variation (CV) reflective of the relative uncertainty in the observations of the target variable. The unit discrepancy weight, was determined by unifying the sum of the square of each observed variable value.

An iterative approach using both the spin-up simulation and the 2006–2008 simulation was used in the model calibration procedure due to the dependence of initial concentrations in 2006 on the long-term spin-up simulation. Initial \( K_{sp} \) values for the SEC module were assigned from the literature (Table 6). The overall procedure is as follows:

a. Establish a preliminary set of initial conditions for the 2006–2008 simulation using a 30 year spin-up simulation, which included manual adjustment of solid salt contents in the soil and aquifer to achieve reasonable similarity between simulated and observed \( C_{TDS} \) values;

b. Use PEST to provide an estimate of \( K_{sp} \) values according to command area;

c. Re-run the spin-up simulation with the new set of \( K_{sp} \) values to
Table 8
Calibrated solubility product for salt solids using PEST.

<table>
<thead>
<tr>
<th>Solubility product</th>
<th>Unsaturated zone</th>
<th>Saturated zone</th>
<th>Range</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{sp}^1$</td>
<td>$4.9300 \times 10^{-5}$</td>
<td>$3.5691 \times 10^{-5}$</td>
<td>$1.32 \times 10^{-5} - 6.89 \times 10^{-5}$</td>
<td>1</td>
</tr>
<tr>
<td>$K_{sp}^2$</td>
<td>$3.0700 \times 10^{-9}$</td>
<td>$3.7037 \times 10^{-9}$</td>
<td>$5.41 \times 10^{-10} - 4.15 \times 10^{-9}$</td>
<td>2</td>
</tr>
<tr>
<td>$K_{sp}^3$</td>
<td>$4.7900 \times 10^{-6}$</td>
<td>$4.7937 \times 10^{-6}$</td>
<td>$2.38 \times 10^{-6} - 6.82 \times 10^{-6}$</td>
<td>3</td>
</tr>
<tr>
<td>$K_{sp}^4$</td>
<td>$0.0070$</td>
<td>$0.0071$</td>
<td>$0.006-0.049$</td>
<td>4</td>
</tr>
<tr>
<td>$K_{sp}^5$</td>
<td>$37$</td>
<td>$37.2$</td>
<td>$36.77-41.73$</td>
<td>5</td>
</tr>
</tbody>
</table>

5 – Haynes (2016) and Zeng and Li (2015).

Fig. 11. Spatial raster plots of (A) average simulated $C_{SO_4-4}$ (mg/L), (B) average observed $C_{SO_4-4}$ (mg/L), (C) average simulated $C_{Ca}$ (mg/L), (D) average observed $C_{Ca}$ (mg/L), (E) average simulated $C_{TDS}$ (mg/L), and (F) average observed $C_{TDS}$ (mg/L) in the middle alluvium (layer 4 of the model) of the study region over the 2006–2009 simulation period.
establish new initial conditions, with comparisons made to estimated SO$_4$ and TDS mass loading to the Arkansas River. The spin-up simulation was re-run using $K_{sp}$ values until the groundwater salinity mass loadings at the end of the spin-up simulation matched well with the range of observed daily groundwater salinity mass loadings during the 2006–2008 period; d. A further adjustment was made comparing the model results to observed values within the test period by manually adjusting the $K_{sp}$ values to achieve the best match between simulated and observed salt ion concentrations in the saturated zone.

Values of $K_{sp}$ were assigned to each canal command area for both the soil root zone and the saturated zone and were estimated using PEST considering the target values. Parameter values resulting from the UZF-RT3D/SEC calibration process are shown in Table 8, all of which fall within the range of values reported in the literature.

4.3. Calibration and testing results

Fig. 11(A)–(E) show the cell-by-cell computed $C_{SO_4-S}$, $C_{Ca}$, $C_{Mg}$, and $C_{TDS}$ values in groundwater, averaged over the 2006–2009 simulation period. High levels of $C_{SO_4-S}$ and $C_{TDS}$ occur principally in the Rocky

![Fig. 12. Comparison of simulated and observed average $C_{SO_4-S}$, $C_{Ca}$, $C_{Mg}$, and $C_{TDS}$ for each canal command area for the calibration period (A, C, E, G) and for the testing period (B, D, F, H).]
Ford Highline canal command area and in the Holbrook canal command area (see Fig. 10). Typically, areas of high Ca coincide with areas of high SO$_4$ indicative of the presence of gypsum. The areas of highest concentration often are far from the Arkansas River, indicating that mass loadings of TDS to the river are lower than what could be expected if the plumes of high-concentration groundwater move towards the river over the coming years. Fig. 11(B), (D), and (F) shows a spatial comparison between the simulated and observed SO$_4$, Ca, and TDS values in groundwater averaged over the 2006–2009 period. The observed values for 2006–2009 period were averaged for each monitoring well and the Kriging method was used to construct contour plots based upon observed values. Kriging uses statistical interpolation to estimate concentrations at locations between observed values, while the calibrated MODFLOW-UZF and UZF-RT3D/SEC models use the governing flow and reactive transport equations. Thus, the methods are not directly comparable; nevertheless, model results demonstrate the capability of the model to reproduce overall observed spatial patterns of groundwater salinity. In particular, the zones of observed high salinity in the Rocky Ford Highline and Holbrook canal command areas have been captured by the model.

The comparison between the simulated and observed average values within each canal command area for SO$_4$, Ca, Mg, and TDS in groundwater is shown in Fig. 12 for both the calibration and testing periods. Whiskers on the plotted observed values represent ± standard deviation of an assumed normal distribution with CV = 0.43, estimated following the method described in Bailey et al (2014) to account for uncertainty due to measurement error and scale discrepancy. Considering this uncertainty, model results are favorable compared to the...
observed values. Interestingly, simulated and observed values for CSO4-S and CTDS have a better match for the testing period than for the calibration period. The spatio-temporal average of simulated values of CSO4-S within a grid cells in layer 4 over the entire region is 512 mg/L for the calibration period and 510 mg/L for the testing period, compared with respective average observed values of 655 mg/L and 509 mg/L. Layer 4 is chosen as the target layer since the groundwater monitoring wells typically are screened at a depth corresponding to the elevation represented by layer 4 in the model. For CTDS, average simulated values in layer 4 are 2822 mg/L and 2845 mg/L for the calibration and testing periods, respectively, while average observed values are 3003 mg/L and 2813 mg/L for the calibration and testing periods.

Figs. 13 and 14 show relative frequency histograms for simulated values of CSO4-S, CCa, CMg, CNa, CCl, and CHCO3 in groundwater in layer 4 and for observed values. Although the previous comparison was made between the average values over the command region, these plots demonstrate the model’s ability to reproduce the distributions of concentrations across the region and over the model calibration and testing periods. Eleven bins are used to create the relative frequency histograms, up to a value of 20,000 mg/L, with a twelfth bin representing values above 20,000 mg/L.

The values of BS for CSO4-S, CCa, and CMg in groundwater for the calibration period are 0.04, 0.06, and 0.03, and for the testing period are 0.04, 0.07, and 0.04, respectively, indicating the model accurately replicates not only the averages of each concentration but also the frequency distributions of the observed data. The BS values for CNa, CCl, and CHCO3 in groundwater for the calibration period are 0.12, 0.01, and 0.14, respectively, and for the testing period are 0.11, 0.01, and 0.13. The BS value for simulated CHCO3 and CNa reveals poorer model
performance for these specific ions. The main source of HCO₃⁻ in groundwater is the dissolution of CaCO₃, which is also a source of CO₃. The SEC module currently does not fully accommodate the C cycle in a closed system; instead, the simple dissolution formula for CaCO₃ in Eq. (34) is used (Millero, 2001). As a result, the model under-predicts CHCO₃. The main source of Na is dissolution of NaCl. In the LARV, as shown in Fig. 6, most of the groundwater samples are Ca-SO₄ type; thus, under-predicting C₃HCO₃ and C₃Na does not compromise the validity of this and similar applications in terms of total salinity transport and storage. By including the full C cycle and considering the partial CO₂ pressure, CHCO₃ would be calculated as a secondary component in CaCO₃ dissolution.

Although not used in parameter estimation, time series of measured and simulated values of C₃SO₄-S and C₃Ca are shown in Fig. 15 for three monitoring wells in the study region. Poor matches (see Well 204 for C₃Ca) can result in these point-by-points comparisons, in part due to the large discrepancy between the model grid scale and the observation scale. Nevertheless, in general the model yields values of similar magnitude to the field data. If desired, cell-by-cell chemical reaction parameters could be calibrated, albeit with great computational effort and at the risk of over-fitting, to yield better matches with point measurements. However, the purpose of the model is to reproduce general spatial and temporal trends and distributions.

Fig. 16 shows the simulated cell-by-cell values of C₃TDS in the root zone (top 1 m) soil water, averaged over the 2006–2009 simulation period. High soil salinity (> 10,000 mg/L) occurs in many areas in the region, principally in the fields irrigated by the Catlin and Rocky Ford Highline canals (see Fig. 10), and along Timpas Creek and Crooked Arroyo and certain reaches of the Arkansas River. The severity of the problem in regards to potential impact on crop yield is apparent when compared to permissible limits of C₃TDS to avoid yield reduction for alfalfa and corn, the dominant crops in the LARV. Assuming an average soil water content at 40% of saturation in irrigated fields over the region, threshold C₃TDS values of 4300 mg/L and 5100 mg/L can be estimated for corn and alfalfa, respectively (Grieve et al., 2012; Gates et al., 2016). The average value of C₃TDS computed over the region and over
the simulation period was 4993 mg/L, suggesting that a substantial area is suffering from crop yield reduction. These results are comparable with the conclusions of Morway and Gates (2012) for this same region, with 22% of locations surveyed exceeding the crop-yield threshold. Also, higher \( C_{\text{TDS}} \) values are expected in areas with shallow groundwater where more salt enters the root zone by upflux from saline groundwater (Morway and Gates, 2012). Comparing the water table depth plot (Fig. 8B) with the location of high \( C_{\text{TDS}} \) in Fig. 16 complies with the same conclusion. The average value of simulated \( C_{\text{TDS}} \) for cells with near-saturated soil conditions (see Section 4.2.1) is 4034 mg/L, which matches favorably with the average observed \( C_{\text{TDS}} \) of 4180 mg/L in soil saturated extract samples. The relative frequency histograms of simulated and observed \( C_{\text{TDS}} \) values for near-saturated soil conditions are shown in Fig. 17. The value of \( \sqrt{B_5} \) is 0.03, indicating that the model can be employed to satisfactorily estimate soil salinity over a regional scale, allowing subsequent estimation of impacts on crop yields.

The simulated daily average \( \text{SO}_4 \) and TDS mass loadings from groundwater to the Arkansas River (kg/day) are shown in Fig. 18, with a comparison to statistics of the stochastic river mass balance estimates of total unaccounted-for mass loading. The model-predicted groundwater mass loading to the river typically is well within the stochastic mean minus one standard deviation and is below the stochastic mean. This is to be expected since the stochastic mass balance results include loading from unaccounted-for surface water returns to the river in addition to groundwater mass loading.

5. Summary and conclusions

The UZF-RT3D variably-saturated multi-species reactive transport model was amended to include equilibrium chemical reactions for application to salt-affected agricultural groundwater systems. The developed Salinity Equilibrium Chemistry (SEC) module includes precipitation-dissolution, aqueous complexation, and cation exchange equilibrium reactions for the major cations and anions (calcium, magnesium, sodium, potassium, sulfate, chloride, bicarbonate, and carbonate). The module is imbedded into the UZF-RT3D modeling code to allow the fate and reactive transport of these ions to be simulated in both the unsaturated and saturated zones of an aquifer system. The resulting UZF-RT3D/SEC model also includes routines for simulation of the cycling of C, N, and S in the plant-soil system, with redox reactions and sorption included for dissolved oxygen, ammonium, nitrate, and sulfate that is amenable to regional-scale analysis of salinization. Calculation of groundwater solution temperature and pH, non-equilibrium reactions between the solid phase and the soil solution due to
heterogeneities, effects of chemical precipitation and dissolution on soil porosity, impact of partial CO$_2$ pressure on the full C cycle, and consideration of high ionic strength ($I > 0.5$) were not directly considered in the current analysis. The potential effects of such processes should be examined in future model refinements.

The model is showcased in application to a 500 km$^2$ irrigated groundwater system along the Lower Arkansas River alluvial aquifer system in southeastern Colorado, with model results tested against a large dataset of observed salt concentrations and estimates of groundwater salt ion mass loading to the river. Findings indicate that including the SEC module results in simulated salt ion concentration values that approach the high concentrations observed in the study region, addressing a deficiency noted by Tavakoli Kivi and Bailey (2017) in their earlier modeling of sulfur and the sulfate ion in the Arkansas River Valley using UZF-RT3D. Of key importance is the ability of the model to reasonably predict over a broad landscape not only groundwater salt concentrations but also soil salinity, which can be used to determine impact on crop yield along with loadings to the river network, which affect downstream irrigated areas. The fully-calibrated model now can be used to investigate best management practices for salt remediation in the Colorado’s Lower Arkansas River Valley and shows potential for application to similar salt-affected regions worldwide.
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**Fig. 18.** Model-simulated (A) SO$_4$ and (B) TDS groundwater mass loading to the Arkansas River for each day during the 2006–2009 simulation period with a comparison to statistics of stochastic mass balance estimates of total unaccounted-for mass loading.
Supplemental data to this article can be found online at https://doi.org/10.1016/j.jhydrol.2019.02.040.

Appendix A. Supplementary data

Supplementary data are available at J. Hydrol. online.
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